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Improving Piecewise Linear Registration of
High-Resolution Satellite Images

Through Mesh Optimization
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Abstract—Piecewise linear transformation is a powerful tech-
nique for coping with the registration of images affected by local
geometric distortions, as it is usually the case of high-resolution
satellite images. A key point when applying this technique is to
divide the images to register according to a suitable common
triangular mesh. This comprises two different aspects: where to
place the mesh vertices (i.e., the mesh geometrical realization)
and to set an appropriate topology upon these vertices (i.e., the
mesh topological realization). This paper focuses on the latter and
presents a novel method that improves the registration of two
images by an iterative optimization process that modifies the mesh
connectivity by swapping edges. For detecting if an edge needs to
be swapped or not, we evaluate the registration improvement of
that action on the two triangles connected by the edge. Another
contribution of our proposal is the use of the mutual information
for measuring the registration consistency within the optimization
process, which provides more robustness to image changes than
other well-known metrics such as normalized cross-correlation
or sum of square differences. The proposed method has been
successfully tested with different pairs of panchromatic QuickBird
images (0.6 m/pixel of spatial resolution) of a variety of land covers
(urban, residential, and rural) acquired under different lighting
conditions and viewpoints.

Index Terms—High-resolution satellite images, mesh optimiza-
tion, piecewise linear (PWL) registration.

I. INTRODUCTION

IMAGE registration is an essential step in many remote sens-
ing applications like image fusion, change detection, 3-D

scene reconstruction, etc. In this process, one image remains
fixed (the reference image), whereas the other (the input or
moving image), which is acquired on a different date, from a
different viewpoint and/or using a different sensor, is spatially
transformed until fitting with the first one. Traditionally, the
registration process is dealt with in two stages. In the first
one, the positions of a set of pairs of corresponding points are
identified in the images, and in the second stage, this set of
correspondence pairs is exploited to robustly estimate a map-
ping function which is applied to transform all the pixels of the
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input image onto the reference one (some kind of interpolation
is required in this step) [1].

A variety of mapping functions have been reported in the lit-
erature for image registration, including polynomial [2], radial
basis functions [3], piecewise linear (PWL) [4] or piecewise-
cubic [5] functions, multiquadric functions [6], B-spline func-
tions [7], etc. In remote sensing, global polynomial (POL)
functions usually perform well with low and medium reso-
lution images (National Oceanic and Atmospheric Adminis-
tration Advanced Very High Resolution Radiometer, EarthSat,
Landsat, Indian Remote Sensing, etc.) but may not be powerful
enough to register high-resolution ones (QuickBird, Ikonos, or
OrbView), where geometric distortions may become important
to attain short revisit time, and high-resolution satellites pitch
along their orbit to observe the scene from off nadir; thus,
two (temporal) images of a certain scene may have been
acquired from quite different angles, which entails large local
geometric differences, particularly in urban scenarios and high-
relief terrain. For registering such images, PWL functions are
particularly suitable (as revealed in [8]), because they divide the
images into a mesh of triangular patches, which are individually
registered through linear transformations.

In this registration method, it is of particular relevance—the
case where the camera projection can be approximated by a
paraperspective one. Under this assumption, provided that two
corresponding image triangles come from the projection of a
planar patch of the scene, they must perfectly overlap for a
certain affine transformation [9] (see Fig. 1).

It is clear that, in order to meet such desirable condition for
all mesh triangles, the mesh cannot be an arbitrary one, but
it must fulfil some geometrical and topological requirements.
Current approaches for PWL registration (including those com-
mercially available in packages such as ERDAS, ENVI, PCI,
etc.) create the triangular meshes for the two images from a set
of correspondence (conjugate) pairs, which are localized either
automatically or by hand. Typically, they are generated by using
the Delaunay’s triangulation method [10] (or other similar one),
which produces triangles of balanced size and shape but are not
optimal for covering as many planar patches as possible (see
Fig. 2). The aim of this paper is to modify the topology (not
the vertices) of a given initial mesh by iteratively swapping its
edges in order to improve the global registration of a pair of
images. This process can be seen as an optimization procedure
that, at each step, focuses on a particular edge and improves
the registration consistency of the quadrilateral formed by the
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Fig. 1. Paraperspective camera projection. In satellite remote sensing, the perspective projection can be approximated by a paraperspective or parallel projection.
For image registration, this simplification implies that three correspondences (instead of the four ones required for its general form) suffice to estimate the affinity
(A), which transfers points from one image patch to another.

Fig. 2. For a PWL registration process to be successful, the triangles must be the projections of one single plane surface of the scene, as the triangle {1, 2, 3} in
(b); otherwise, broken lines are produced and the registration consistency decreases, as in (a).

two triangles sharing the edge. Because the resulting optimized
mesh will be in compliance with the 3-D scene structure (up
to the point that the geometrical realization allows), a by-
product of the improvement in the registration is the possibility
to project the triangles back to space and build an unscaled
coherent 3-D model of the scene.

A key aspect of our proposal is that of measuring how good
is the registration of a pair of conjugate quadrilateral image
patches. In this paper, we propose to use the mutual information
(MI) associated to the intensity values of the patches as a
measure of their registration consistency [11], [12]. Unlike
other well-known metrics such as normalized cross-correlation
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(NCC) or sum of square differences (SSDs), the MI is less sen-
sitive to changes in the images, as it will be reported later on.

The proposed swapping-based optimization process has
been successfully applied for improving the PWL registration
of panchromatic QuickBird images (0.6 m/pixel of spatial
resolution) acquired under different lighting conditions and
viewpoints.

The remainder of this paper is organized as follows. In
Section II, we review some previous works that apply mesh
optimization with particular emphasis on those aimed at im-
proving image registration. In Section III, several assumptions
and definitions, as well as the formulation used in subsequent
sections, are presented. In Section IV, we describe our method,
the inconsistency estimation function, and the optimization
process. In Section V, we present and discuss some experimen-
tal results. Finally, some conclusions are outlined.

II. RELATED WORKS

Many techniques for generating optimal triangular meshes
have been proposed in a variety of disciplines, including object
modeling, image registration, 3-D scene reconstruction, image
compression, etc. The goal of this optimization varies with the
type of application, but for most of them, the optimization is
aimed at generating 3-D triangular meshes that properly repre-
sent 3-D surface of objects (as in computer graphics) or gray-
level intensities (as in image compression and reconstruction).
In image registration, however, the goal is to generate 2-D
triangular meshes that, used for a PWL mapping method,
improve the image registration consistency between two im-
ages. Next, a review of the most representative techniques on
mesh optimization is given, putting special emphasis in those
proposed within the image registration field.

Mesh optimization can be classified according to the fol-
lowing issues: the mechanism used for modifying the mesh
(i.e., type and scope of the actions), the measure for evalu-
ating the goodness of a given mesh modification (energy or
cost functions), and the procedure for accomplishing the mesh
refinement.

According to the type and scope of the actions applied to
modify the mesh, we have techniques where

1) Only the topological realization is modified by swapping
edges [13]–[16].

2) Only the geometrical realization is modified by refining
the vertex coordinates (approach typically employed in
image registration) [17]–[20].

3) Both the topological and geometrical realizations are
simultaneously refined by splitting/collapsing/swapping
edges and refining the vertex coordinates [21]–[24].

Most of these techniques were developed in the field of geo-
metric modeling with the objective of simplifying the number
of faces of an initial very detailed 3-D mesh. This mesh is
typically built upon a dense set of vertices provided by a 3-D
sensor, for example, a laser range finder [21], [22]. Similar ap-
proaches have been also reported for PWL image representation
under the denomination of data-dependent triangulation (DDT)
[25], [26]. In this context, the idea of DDT is to consider
the image as a 3-D discrete surface that is approximated by a

triangular mesh obtained from an initial mesh that is modified
in order to better fit the underling data (image intensities). This
image approximation is of great interest, among others, for
image reconstruction [16] and compression [27].

Unlike these approaches that rely on just one 3-D mesh, in
image registration, instead, we are provided with two images
and two initial conjugate 2-D meshes onto them, which must
be modified to maximize the image registration consistency.
One example of this is the work in [17], which relocates the
mesh vertices (the mesh topology remains fixed) in order to
compensate for the affine motion in video streaming. Vertex
coordinate refinement, although being suitable for coping with
smooth image distortions, does not provide enough correction
to accommodate the possibly important geometric differences
between the satellite images when they are acquired from off-
nadir angles. This problem, particularly accentuated in high-
resolution images, gives rise to unnatural image deformations
in the registered image such as broken lines and artifacts
(particularly in regions of high-relief terrain or tall buildings),
as observed in Fig. 2.

Typically, mesh optimization techniques are formulated as
minimization or maximization processes that range from ran-
dom searches [13] to more complex procedures based on
simulated annealing [28], Bayesian stochastic models [24],
variational approaches1 [29], etc. Whatever the applied opti-
mization technique, one of the key points is that of defining a
convenient cost or energy function to evaluate the enhancement
in the refined mesh if certain action is carried out. Whereas,
in object modeling and image DDT, the goodness of a mesh
can be measured upon the available 3-D surface [16], [21],
[22], [26], [27] in image registration, we must rely only on
the radiometric relationship between the reference and moving
images. So far, within the mesh optimization for image regis-
tration context, several metrics have been used for this purpose:
NCC [15], SSDs [14], or some templates based on image differ-
ences [13]. However, they are affected by the nonfunctional ra-
diometric differences in images due to different light conditions
(shadows, specular reflections, etc.), land changes, different im-
age sensors (i.e., different satellites), etc. [30], which becomes
a serious drawback for the registration of satellite images. In
this paper, instead, we propose a cost function based on the
MI of image patches to drive the swapping actions over the
mesh. Although MI has been used as a registration consistency
metric in some works [30]–[34], this is the first time it has been
integrated into a mesh optimization framework.

III. ASSUMPTIONS AND DEFINITIONS

In the remote sensing field, it is well known that, because of
the camera scene configuration (i.e., the camera field of view is
narrow, and the size of the sensed objects is small with respect
to their distances to the camera), the scene projection onto the
sensor can be approximated by a paraperspective transforma-
tion, which is also called affine or parallel projection. This sim-
plification may lead to a great reduction in complexity in many

1In www.itk.org, we can find a broad variety of codes which implement
numerous of these techniques, such as potential yields, elastic bodies, etc.
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Fig. 3. Example of mesh representation based on simplicial complex. A mesh consisting of one face.

problems [35]. For image registration, this assumption implies
that three correspondences (instead of the four ones required
for its general form) suffice to estimate the homography (also
called affinity under this assumption), which transfers points
from one image patch to another [36] (see Fig. 1). Thus, after
performing an affine mapping between two conjugate image
triangles, they must perfectly match; otherwise, the triangles
are projections of a nonplanar surface. Next, we introduce
the notation employed in this paper, as well as some useful
definitions.

A mesh is a PWL structure consisting of triangular faces
put together along their edges. Formally, a mesh is defined as
a pair M = (K,V ), where K is a simplicial complex2 which
determines the connectivity of the vertices, edges, and faces
and V = {vi|i = 1, . . . , m}, where vi ∈ R

2, is a set of vertex
positions, which defines the shape of the mesh in R

2.
A geometrical realization of a mesh in R

2 can be obtained
as follows. For a given simplicial complex K, the topological
realization |K| in R

m results from identifying the vertices
{1, . . . , m} with the standard basis vectors {e1, . . . , em} of
R

m. Let φ : R
m �→ R

2 be the linear mapping that sends the
ith standard basis vector ei ∈ R

m to vi ∈ R
2 (see Fig. 3). The

geometrical realization of M is given by φV (|K|), where we
write the subindex V in φV to emphasize that it is specified by
that particular vertex set [22].

To refer to any point within a part s of the mesh, we
employ the notation p ∈ φV (|s|), where s ⊆ K. Thus, for

2A simplicial complex K consists of a set of vertices {1, . . . , m} together
with a set of nonempty subsets of the vertices, which are called the simplices of
K, such that any set of exactly one vertex is a simplex in K and every nonempty
subset of simplices in K is also a simplex in K. The zero simplices {i} ∈ K
are called vertices, the one simplices {i, j} ∈ K are called edges, and the two
simplices {i, j, k} ∈ K are called faces (cf. Spanier [37]).

Fig. 4. Topology elements that take part in the PWL image registration
process.

example, p ∈ φV (|t|) with t = {i, j, k} ∈ K refers to one par-
ticular point within a triangular face, p ∈ φV (|q|) with q =
[{i, j, l}, {i, j, k}] ∈ K refers to a point within a quadrilateral
of M consisting of two adjacent triangles, and so on.

In addition to the aforementioned general definitions, we
introduce the following particular ones, which are of interests
for stating our method in the next section.

1) An edge {i, j} ∈ K is said to be 3-D compatible if it lies
on a projection of a 3-D plane surface and 3-D incom-
patible if otherwise.

2) An edge {i, j} ∈ K is external or boundary if it is a
subset of only one face and internal or shared if otherwise.

3) Given an internal edge {i, j} ∈ K, we define the follow-
ing functions (see Fig. 4).
a) quad({i, j},K) = {{i, j, l}, {i, j, k}}.
b) bound({i, j},K) = {{i, l}, {l, j}, {j, k}, {k, i}}.

4) Given a set of conjugate points {(vi, v
′
i)|i = 1, . . . , n},

vi ∈ V and v′
i ∈ V ′ identified in two images, two

isomorphic triangular meshes M = (K,V ) and M ′ =
(K,V ′), and a simplicial complex s ⊆ K, we define
the PWL function f which geometrically maps a point
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p=(x, y)�∈φV (|s|) to another p′=(x′, y′)�∈φV ′(|s|)
as follows:

p′=fφV (|s|)(p)=

⎧⎪⎨
⎪⎩

f1(p) if p ∈ φV (|t1|)
...

fm(p) if p ∈ φV (|tm|)
(1)

where m is the number of triangular faces given by
ti = {j, k, l} ∈ s, and fi is an affinity estimated from the
geometrical realization of the three vertices of ti in both
meshes, namely, the point pairs (vj , v

′
j), (vk, v′

k), and
(vl, v

′
l), which can be expressed by the transformation

p′ = fi(p) ≡
{

x′ = a11 + a12x + a13y
y′ = a21 + a22x + a23y

(2)

where aij (i = 1, 2 and j = 1, 2, 3) being the transforma-
tion coefficients.

Notice that once fφV (|s|) (for clarity, fs from now on) has
been applied, φV (|s|) = φV ′(|s|), i.e., the corresponding faces
of both meshes must perfectly overlap (remember that φV (|s|)
represents all the points—pixels—within the mesh given by the
simplicial s).

IV. DESCRIPTION OF THE PROPOSED METHOD

The method presented in this paper is aimed to improve the
accuracy of PWL registration when applied to high-resolution
satellite images. For this purpose, we iteratively modify the
connectivity of the conjugate triangular meshes by swapping
3-D-incompatible edges. To detect such edges, our algorithm
checks the registration consistency of the two triangles that
share the analyzed edge before and after applying the swap:
The edge is swapped if that operation entails a registration
improvement (as shown in the example in Fig. 2). Notice that
this procedure only modifies the mesh connectivity because
the number of vertices and their coordinates remain without
modification.

A. Mutual Information as a Metric for
Registration Consistency

The metric employed in this paper for measuring the regis-
tration consistency is the MI [38]. The MI measures the sta-
tistical dependence or information redundancy of two random
variables. Unlike other similarity measures such as the SSDs or
the NCC, which allow for a functional relationship between the
gray levels of the image patches to register, the MI responses to
their statistical relationship, which can be estimated from the
joint histogram of the image patches. The advantage of this
metric is that it is more robust to possible image radiometric
differences that are difficult (or impossible) to model by a
function, for example, shadows, intensity saturation, seasonal
changes, land changes, etc. [30]. It is clear that, in remote
sensing, this characteristic is highly desirable because such
radiometric differences are rather common in multitemporal
and multimodal analyses.

Mathematically, the MI of two equal-sized image patches A
and B with intensity values of a∈ [0,M−1] and b∈ [0,M−1],
respectively, is defined as

(A,B) =
∑

a

∑
b

PA,B(a, b) log
(

PA,B(a, b)
PA(a)PB(b)

)
(3)

where PA(a), PB(b), and PA,B(a, b) are the probability
distributions estimated from the intensity joint histogram h of
A and B

PA,B(a, b) =
1
N

hA,B(a, b) (4)

PA(a) =
∑

b

PA,B(a, b) (5)

PB(b) =
∑

a

PA,B(a, b) (6)

where N being the number of pixels in the image patches,3

and hA,B(a, b) is the number of corresponding pairs having the
intensity value a in the first image and the intensity value b in
the second.

In the case of 8-bit gray-scale images, the original value
of M is 256; however, in practice, it is convenient to use a
lower value (e.g., 128, 64, 32, . . .) for three reasons: first,
to make the process less time consuming [less terms in the
summation of (3)]; second, to provide the method robustness
against intensity noise; and third, to make the estimation of
the joint probability from the joint histogram more reliable,
when N is not very large (i.e., the joint histogram needs to
be representative enough). In our implementation, given that
the size of the image patches is usually in the range between
some hundreds and a few thousands (triangles that are too small
are previously discarded from the initial mesh provided by the
Delaunay triangulation), we have used 32 gray-level bins. An
alternative way of overcoming the problem of small triangles is
to use nonparametric estimation methods as the Parzen window,
although it entails a higher computational cost (the reader may
refer to [12] for more detail about this approach).

Observe in (3) that, when all the intensity values of the two
images are independent one from another (i.e., without correla-
tion), the argument of the logarithm becomes one, and the MI
achieves its minimum at zero (MI is always nonnegative). To
illustrate how the joint histogram captures the idea of statistical
dependence, Fig. 5 shows the joint histograms of two pairs
of equal-sized synthetic images of just four gray levels each.
When one of them is rotated, the joint histogram exhibits more
dispersion than when they perfectly overlap.

Finally, with the purpose of illustrating the performance of
the MI in comparison with the NCC, we have conducted the
experiments shown in Fig. 6. In the first one, the similarity
between the two images used in the previous example is com-
puted for a range of rotation angles, using both MI and NCC.
MI outputs a maximum at the angle where they overlap (zero
degree), despite the fact that the four gray levels of the images
do not coincide one another. This statistical dependence goes

3Notice that the requirement that the two image patches have the same size
always holds because the input image patch is mapped to the reference one
through some interpolation technique, having then the same number of pixels.
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Fig. 5. Joint histograms of two pairs of synthetic images. (a) Misaligned pair. (b) Perfectly overlapped pair. Observe that the joint histogram (of 32 gray levels)
presents less dispersion when the images are aligned. Notice that this fact is independent of the intensity values of the two images being identical or not.

Fig. 6. Two experiments illustrating the suitability of the MI as a registration consistency measure for image registration. The plots show the MI in comparison
with the NCC when (a) a synthetic pattern is rotated from −30◦ to 30◦ and (b) a small window of a QuickBird satellite image is translated through an image of
the same scene acquired on a different date. Observe how the NCC fails in both experiments, giving no global maximum in (a) and an erroneous global maximum
in (b).

completely unnoticed for the NCC. Another example is shown
in Fig. 6(b), although in this case, a small QuickBird image is
translated through a larger one, which is from the same scene

but taken six months later (different seasons, daytime, objects in
the scene, etc.). From these results, we can highlight the robust-
ness and effectiveness of the MI when applied to image pairs
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Fig. 7. Topological action of swapping an edge when (a) all preconditions, as
explained in the text, are verified and (b) the action produces a patch reversal
(because the quadrilateral is concave).

with nonfunctional radiometric changes, which, in contrast to
NCC, can manage important image intensity differences but
only if they follow a linear function (i.e., intensity shifts and/or
contrast scaling).

B. Checking Edges for Swapping

We take advantage of the robustness of the MI for effectively
detecting 3-D-incompatible edges. Thus, given two images I
and I ′ to register and their corresponding meshes defined as
M = (K,V ) and M ′ = (K,V ′), we determine the 3-D com-
patibility of an edge {i, j} ∈ K by measuring the improvement
in the registration consistency of the quadrilaterals defined by
s = quad({i, j},K) and ŝ = quad({k, l}, K̂), i.e., before and
after the edge {i, j} is swapped [see Fig. 7(a)]. Formally, that
improvement is measured by

ω ({i, j}) = MI (I(r), I ′ (f ŝ(r))) − MI (I(r), I ′ (fs(r)))
(7)

where I(r) represents the quadrilateral region of the reference
image defined by s, and I ′(fs(r)) and I ′(f ŝ(r)) are the trans-
formations of its input-image counterparts according to the two
possible topological configurations s and ŝ, respectively. Fig. 2
shows the examples of these two topological configurations and
the MI associated to them.

Before evaluating the 3-D compatibility of any edge, for ex-
ample, {i, j} ∈ K, it should be checked to verify the following
preconditions.

1) {i, j} is an internal edge.
2) The resultant swapped edge is a new one {k, l} /∈ K.
3) The action does not produce a patch reversal4 in K̂ [see

Fig. 7(b)].

4A mesh inconsistency produced when the shared edge of two adjacent faces,
which make up a concave quadrilateral, is swapped.

Fig. 8. Greedy algorithm proposed for improving the PWL registration of two
images by applying edge swapping actions.

Once these preconditions are met, the swap of the edge is
accepted if ω({i, j}) > δ, i.e., when it leads to an increase in
the MI above a certain threshold. This threshold must be small
but enough for preventing mesh modifications that entail a neg-
ligible improvement. One example of such cases occurs when
the quadrilateral lies on a planar surface, and because of the
image resampling, we may have small consistency differences
for the two configurations, which should not be considered as
true improvement. We have experimentally determined that δ
values close to 0.01 solve this problem.

C. Mesh Optimization

The overall optimization process can be formulated as a
greedy search [39], which starts with two corresponding trian-
gular meshes M and M ′ that resulted, for example, by applying
a Delaunay’s triangulation method over a set of conjugate
points identified in both images. The greedy search algorithm,
which is shown in Fig. 8, starts by creating a list of the improve-
ment in registration consistency ω for all the edges of the mesh.
This list is computationally expensive to generate, but this is
done just once, which is at the beginning. At each iteration
of the optimization process, the first edge of the current list is
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Fig. 9. Illustration of the optimization process. The initial mesh shows a topological configuration containing several 3-D-incompatible edges (edges {5, 6},
{5, 7}, and {5, 8}). As depicted in the algorithm in Fig. 8, when the (first action) edge {5, 6} is swapped, its (second and third actions) adjacent edges, which are
{5, 7} and {5, 8}, are checked again for swapping.

Fig. 10. (a) Test images of the coastal city of Rincón de la Victoria (Málaga, Spain) used in our experiments. Three regions of interest are highlighted in the
reference image. (b) Elevation information considered to properly define the regions of study.

swapped, and the list is updated by checking only those edges
affected by the swapping action (its bound). The algorithm
stops when the list is empty, i.e., when all the mesh edges have
been explored and no further improvement can be achieved by
the swapping actions.

Unlike other optimization techniques employed in 3-D scene
reconstruction such as [13] and [14], which are formulated
as a random search, this procedure guarantees the iterative
improvement of the image registration consistency up to the
degree that the geometrical realization of the mesh allows.
Notice that, without relocating the vertices and, possibly, in-
troducing additional ones, the mesh may be not good enough to
completely avoid 3-D-incompatible edges.

Fig. 9 shows the proposed optimization method, when ap-
plied to an initial topological configuration containing several
3-D-incompatible edges.

V. EXPERIMENTAL RESULTS

This section presents some experimental results that show the
performance of our approach for improving the PWL registra-
tion of high-resolution satellite images. A by-product of such
improvement is the possibility of recovering a more accurate
unscaled 3-D representation of the sensed scene by reprojecting

the resultant meshes. This issue will also be illustrated in this
section.

A. Data Sets and Methodology

We have employed two orthoready QuickBird images, of
3000 × 1500 pixels ≡ 1800 × 900 m2, of the coastal city of
Rincón de la Victoria (in Málaga, Spain) (see Fig. 10). The
images, which are acquired on spring and winter, present signif-
icant radiometric differences (brightness and contrast, shadows,
changes on the land cover, etc.), and also geometrical differ-
ences induced by quite different off-nadir observation angles,
concretely 32.1◦. Apart from the whole image, we consider the
following three different subimages (of 900 × 750 pixels) as
areas of study:

1) urban area, which contains buildings of different heights
on an almost plain terrain;

2) residential area, which is a high-relief terrain mostly
containing low buildings (houses);

3) rural area, which is also an almost plain terrain but, in this
case, without tall structures (except for some trees).

The purpose of selecting these zones is to test the method on
different types of elevation profiles and image contents.
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Fig. 11. RMSE (in meters) and MI (in bits) curves for each of the analyzed areas. (a) Urban. (b) Residential. (c) Rural. (d) Whole images shown in Fig. 10. The
plots show a significant improvement in the registration consistency for (a) and (b) the urban and residential test images, whereas for (c) the rural case, whose
images present less geometrical difference, the improvement is not so accentuated.

The conjugate control points (CPs) that define the geo-
metrical realization of the mesh are automatically obtained
through the following procedure (please refer to [8] for more
details).

1) The Harris corner detector [40] identifies distinctive fea-
ture points in the reference image.

2) The Lucas–Kanade feature tracker [41] detects their cor-
responding points in the input image.

3) The affine epipolar geometry of the two images (i.e., the
affine fundamental matrix) is robustly estimated by ap-
plying the RANdom SAmple Consensus algorithm [42]
and employed for discarding those CPs which are not
consistent with it (outliers) [43].

Despite the fact that this method provides consistently
matched CPs, some of them may be identified in different scene
planes (e.g., ground and top of the buildings), which gives rise
to 3-D-incompatible edges once the Delaunay’s triangulation
algorithm [10] is applied (as in Fig. 2). The objective of our
optimization method is to correct, as much as possible, those

situations. Whether this improvement is achieved or not can be
assessed in two different ways.

1) First is by evaluating the goodness of the image regis-
tration. We have employed two metrics for that: the MI
of the complete images (although, to be precise, only the
image region delimited by the convex hull of the mesh is
evaluated), i.e.,

MI (I(m), I ′ (fK(m))) (8)

where m = φV (|K|) represents all image pixels within
the mesh given by K, and the RMSE of a set of indepen-
dent check points (ICPs) selected by hand in the images.

2) The second way is by checking if the unscaled 3-D scene
reconstructed from the resulting mesh is more accurate
than that obtained from the initial one. In the event that
a precise digital terrain model (DTM) was available, it
could be used for that evaluation. Otherwise, as it is the
case here, we do it by visual inspection.
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TABLE I
MESH DATA, NUMBER OF APPLIED ACTIONS, AND COMPUTATIONAL

TIME FOR THE EXPERIMENTS DESCRIBED IN SECTION V-A

B. Results

Fig. 11 shows the results obtained when running our method
for the three areas of study and the whole image (mixed area).

The reader may observe that the registration consistency is
improved in all cases and for the two metrics. Such improve-
ment is more notorious for the urban and residential areas
because, being the rural one almost plain terrain, the initial
Delaunay’s mesh is reasonably good and does not require
many modifications. The number of iterations, and thus the
computational time, for the algorithm to converge strongly
depends on the number of edges (i.e., triangles) in the mesh.
For the three first areas (a, b, and c), the algorithm requires
less than 25 iterations, whereas for the whole image (which
has a larger size), it takes 71 iterations. Table I summarizes
the mesh data and the computational time for each of these
experiments.

Notice that, during the optimization process, there are actions
that improve the registration consistency, according to the MI
(increasing its value), whereas the RMSE remains fixed (re-
vealed as a small flat stretch in the curve). This “disagreement”
between the two metrics is due to the fact that the triangles
involved in the swapping actions do not contain any ICP inside,
and consequently, the RMSE is not altered by the edge swap.
Be aware that, even though the ICPs were placed (manually) in
all the triangles of the initial mesh for having the maximum
mesh coverage, it may happen that, along the course of the
optimization, some of the new triangles generated have no ICPs
lying on them.

For completeness, we have experimentally compared our ap-
proach with other well-known registration methods included in
popular commercial packages of remote sensing like ERDAS,
ENVI, and PCI, namely, POL (from second up to fourth order),
PWL, piecewise cubic (PWC), and thin-plate spline (TPS). The
results of this comparison are summarized in Table II.

From this comparison, we can highlight a variety of points:
1) POL functions, as expected, perform worse than local tech-
niques because the images present significant distortions in the
high-relief areas; 2) among the three local registration methods,
TPS is the most precise one, as was already reported in [8];
and 3) by applying the mesh optimization method proposed
in this paper, the optimized PWL solution achieves and even
outperforms the accuracy results of the more precise one, which
is the TPS method.

Because the iterative approach proposed in this paper re-
quires a higher computational cost than PWL, PWC, or TPS,
we believe that this is a handicap that may be negligible for
many remote sensing applications, although it could be of
significance in other fields such as robotics, medicine, etc.,

TABLE II
COMPARISON OF THE PROPOSED METHOD WITH OTHER REGISTRATION

METHODS BROADLY USED IN THE REMOTE SENSING COMMUNITY: A
POL METHOD (FROM SECOND TO FOURTH ORDER); TWO LOCAL

METHODS (PIECEWISE LINEAR AND CUBIC); AND A HYBRID ONE (TPS)

where the time requirement becomes a critical issue. Despite
that, better times could be easily achieved with more efficient
programming languages, such as C, optimized libraries, and
even parallelizing some stages of the algorithm.

Finally, we exploit the result of having a pair of registered
conjugate images: We can reconstruct an unscaled 3-D surface
of the sensed scene by projecting back the two meshes5 (see
Fig. 12). Apart from its undoubted interest for 3-D reconstruc-
tion, it allows us to check the effectiveness of the proposed
procedure by contrasting the 3-D models associated to the
initial and refined meshes. Unfortunately, we do not have an
accurate DTM available of the area of study, neither the camera
parameters, to carry out a rigorous error analysis from this
viewpoint. Therefore, our analysis has been limited to visually
check the 3-D inconsistencies.

VI. CONCLUSION

Image registration is an essential step in a broad variety
of remote sensing applications, where the final result comes
from the combination of several sources, for example, change
detection, image fusion, 3-D scene reconstruction, etc.

In this paper, we have proposed a technique for automatically
optimizing the conjugate triangular meshes employed by a
PWL registration process: Having more suitable meshes means
that the registration becomes more accurate. To achieve that,
we iteratively modify the connectivity of both meshes through
edge swapping actions. The function employed for evaluating
the edge to be swapped is based on the MI, which is particularly
suitable for satellite images, because it is less sensitive to
changes in the land cover, shadows, specular reflections, etc.,
than other well-known metrics such as NCC or SSD. The
optimization procedure is formulated as a greedy search, which
finishes when the mesh topology can no longer be refined, i.e.,
when all mesh edges have been successfully checked and no
further improvement is possible.

5For example, by applying the factorization algorithm for affine reconstruc-
tion proposed in [9, p. 437].
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Fig. 12. (a) Three-Dimensional scene reconstruction generated from the refined mesh. Magnifications of the same area, (b) before and (c) after applying the
proposed mesh optimization. Observe in (b) the presence of deformed roads because of an incorrect triangulation (Delaunay).

The proposed method has been successfully tested with
different pairs of panchromatic QuickBird images (0.6 m/pixel
of spatial resolution) acquired under different conditions (from
different angles and lighting conditions), as well as compared
with well-known registration methods employed by the remote
sensing community.
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